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Abstract

The paper presents the declarative approach togtesif a reference model
aimed at project prototyping. The reference modmitains the finite set of

decision variables, their domains and linking thasastraints, i.e. can be seen
as a kind of Constraint Satisfaction Problem. Caousmntly, the model

considered can be treated as a knowledge base fgimgciboth a class of

enterprises and the projects that could be condlotetheir base. So, the model
provides a platform for rapid prototyping of altetive versions of project

scheduling. The routine queries can be formulatethé straight or reverse way.
In that context, the proposed reference model aainiplemented in constraint
programming (CP) techniques.

1. INTRODUCTION

In the activity of present organizations more andremimportance concerns unique
activities, so-called projects. A project is a smmee of unique, complex, and connected
activities having one goal or purpose and that nmestompleted by a specific time, within
budget, and according to specification [9]. On artoof this, the demand arises for new
knowledge that enables the problems occurring @ rémlisation of unique projects to be
solved. In this case, of particular significancekisowledge of project management that
identifies factors which have an influence on thecgss or failure of the project, and that uses
special methods and techniques.

Many cases of projects indicate that fewer thari bflprojects met cost and schedule
targets [6, 11, 13, 16, 19]. The findings of vasather authors indicate that projects which
overrun are more common than projects which coraplthin original time scales, overruns
likely to be between 40% and 200% [12]; for insnanly one third of World Bank projects
met their aims, with typical delays of 50%. Anotteirvey showing only 17% of projects
meeting all three aspects of the project trianglest, time, and scope), with typical cost
overruns as high as 189% [7]. In the case of seéiwaojects, the surveys on estimation
performance report that 60-80 percent of all saftwarojects encounter effort overruns [8, 10,
17].

Project success or failure depends on many crifazbrs, such as factors related to the
project, availability of resources, project managamand the external environment [2, 13].
The reasons for project failure can be generallysimered in availability of resources (e.g.
human, financial, raw materials) and changeabhilftthe external environment.
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Moreover, unstable requirements, lack of well-dedirscope, quality of management, and skill
of the employees can cause project failure. Anothetor is that an enterprise which carries
out a few projects can change the priority of theject.

The project requires planning that supports, ameotihgr things, the estimates of effort,
resources, time, etc., which are fundamental toeytine project activities. To reduce project
overruns, there are two ways to approach the pmoblde first way is to increase the accuracy
of the estimates through a better estimation poeesl the second, to increase the project
control.

It is unrealistic to expect very accurate estimateproject effort because of the inherent
uncertainty in development projects, and the complad dynamic interaction of factors that
influence its development. However, even small mepments will be valuable, especially if a
project is connected with the large scale. Moreueate forecasting supports the project
managers in planning and monitoring the projeatjristance in the project price set, resource
allocation or schedule arrangement.

In the case of a significant difference betweemuacand planed project parameters, the
manager should take a decision concerning the nsgpto the change. The response can
regard a support status quo, a correction of diffees, a change of the norms, and also it may
be connected with continuing the actual projectisTdpproach is usually considered in the
research works. The change of project scope caanbéher type of reaction regarding the
performed variations. In this case, it seems ingrarto build the approach that will generate a
set of alternative projects and support the dewisiaker. The alternative project is considered
as a modification of the primary project, that tnmade in different stages of the project life
cycle, e.g. by the definition of the project oriitgplementation.

Rapidly changing expectations related to supporsitngtegic decisions, as well as aiming
to reduce cost and investment risk, result in thednto make a task-oriented decision support
system. Most of the publications have considergparsdely the fields of enterprise and project
management. This results in a separate knowledge bespectively for an enterprise and
project management. Consequently, it implies ttificdlty of implementation of these fields
within a single tool that is used for decision soppHence, there is a need to build a single
model that combines the fields of enterprise amjiegt management, and that provides a base
for making a task-oriented decision support system.

The paper is organized as follows. A reference rhodecerning an enterprise and project
is presented in section 2. Scheduling in a forrthefso-called constraint satisfaction problem
is described in section 3. An example of the apghpavhich presents a possibility of decision
problem specification in the straight and in theerse way, is illustrated in section 4. Finally
conclusions and future research are presentediioge.

2. REFERENCE MODEL

The proposed approach combines the fields of aarmige and project in single platform —
the reference model. This type of approach seerhs tmatural in the case of an enterprise that
executes projects and solves standard decisionagigkioblems. In this way, a knowledge
base is created that in addition to the inferemegies allows more efficient implementation
of decision support system.

It is assumed that the reference model has thetstauof constraints satisfaction problem
(CSB, and it may be described as follows:



CSP = ((V, D), C) (1)

where:

V = {vy, ¥, ..., \} — finite set o variables,

D ={Dy, D, ..., O} — finite and discrete domaitsof variables, wher®; = {d;;, do, ...,

d},

C ={cy, & ..., G — finite set ofm constraints binding decision variables.

Each constraint treated as a predicate can be agesnn-ary relation defined by a
Cartesian produdd; x D, x ... x D,.. The solution to th€SPis a vector ¢y;, thy, ..., dy) such
that the entry assignments satisfy all the congsal. So, the task is to find the values of
variables satisfying all the constraints, i.e.easible valuation. Generally, the constraints can
be expressed by arbitrary analytical and/or logfcamulas as well as bind variables with
different non-numerical events.

Thus, a constraint can be treated as a logicalioalamong several variables, each one
taking a value in a given (usually discrete) domdia solve such a problem stated by the set
of requirements (constraints) that specify a pnoblat hand, the concept of constraint
programming CP) is employed.CP is an emergent software technology for declarative
descriptionCSPand can be considered as a pertinent frameworkdeelopment of decision
support system software aims. The main idea bethiadCP concept is based on subsequent
phases of constraint propagation and variableiloligton [14].

Construction of the reference model requires aergasumptions concerning the structure
of the modelled object and the tasks performed it is assumed that the client orders may be
taken and commenced at any time (possibly addiegéw projects to a set of projects already
in progress). The expenses regarding an order @itk fppm the enterprise’s own means or
from a bank loan. The budget of the project iswigh cash flow budget in the investment
period. The client order is chosen by the profitgbanalysis and technical realizability. The
enterprise receives the order specification withdlent requirements, regarding among others
the scope, price and time completion of project.

The enterprise model can be described by its ressuiThe project model is created from
the requirements of the client. In the model, sqpammeters are determined, among which
a set of constraints and decision variables maydibénguished (Fig. 1). The constraints
connect the variables that describe the capacithefenterprise, as well as the variables that
concern the conditions of project completion. Fastance, the number of the enterprise’s
employees limits the duration of the project.

It means that fulfilment of specified constraintsables project completion according to
client requirements. The enterprise and project ehatbntaining examples of decision
variables and constraints is shown in Fig. 1.
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Fig. 1. Enterprise-project model as a common knowtlge base

The assumed model enables descriptive approadietproblem statement, encompasses
constraint satisfaction problem structure and tladlows implementation of the problem
considered in the constraint programming envirorttviime idea behind the proposed approach
assumes the system considered can be representednis of a knowledge baskR). KB
comprises of facts and rules determining the systeroperties and relations linking them
respectively. Taking into account the concept ohstmints propagation and variables
distribution following from the constraint prograrmg languages it is easy to note that any
KB can be represented in a standard form of28E[18].

KB can be specified in terms of a system [5]. Atitiygut of the system are the variables
regarding the fundamental attributes of the olijeat are known and given by the user. In the
consideredKB for the enterprise-project model, there are, faanaple, variables concerning
the amount of an enterprise’s resources or theeprgjtructure. The output of the system is
described by the attributes of the object thatwamenown or are only partially known. In the
considered case, there can be included variabigsdimg e.g. the cost or time of activity, use
of resources or the level of investment performandeators.

Classification of the decision variablesKB as input-output variables is arbitrarily made
and allows the formulation of two classes of staddgueries, in a straight and in a reverse
way, as follows [1, 4]:

- a straight way (i.e. corresponding to the questighat results from premises?), e.g. Does
a given resources allocation guarantee the scheldele not exceed the given deadline?

- a reverse way (i.e. corresponding to the questidrat implies conclusion?), e.g. What
activity duration times and resources amount guaeathe given schedule does not exceed the
deadline?

The above-mentioned categories encompass the diffetreasoning perspectives, i.e.
forward and backward reasoning. The correspondiregigs can be stated in the same model
that can be treated as composition of variablescamdtraints, i.e. assumed sets of variables
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and constraints limiting their values. In that @xif the problem statement of scheduling,
which is specified in terms of CSP, is presentedert section.

3. CONSTRAINTS SATISFACTION PROBLEM FOR SCHEDULING

Given amount of discrete resourcesg specified by (e.g. workforce, tools, moneR)= (ry,
rs, ..., k). Given amountsy, of available resources at the momenttéf H = {0, 1, ...,h}.
Given a projecP; is specified by the set composed eictivities:P; = {A 1, A2, ..., A,}. The
activity A is specified as follows:

A= (st TRy, Tz, Dpy) )

where:
s, — the starting time of the activit;, i.e., the timecounted from the beginning of the
time horizonH.
tij — the duration of the activité;;.
Tp; = P tRij2 - ) — the sequence of moments the activky requires new
amounts of resourcetp;jx — the time counted since the momgpif thedp;x amount of
the k-th resource allocation to the activify;. That means a resource is allotted to an
activity during its execution period:Otp;jx <tij; k=1, 2, ...Z
Tz; = (tZ 1, tzj2, ... 17;,) — the sequence of moments the actidifyreleases the subsequent
resourcestz;, — the time counted since the momentof the dp;x amount of thek-th
resource was released by the actiity That is assumed a resource is released by gctivit
during its execution period: Otg;« < ti;; tpijk <tz k=1, 2, ...z
Dpij = dpj1, dpj2 ..., dpj,) — the sequence of theth resource amountdp;y are
allocated to the activitiy;: dp;« — the amount of thk-th resource allocation to the activity
Aj. That assumes: Ddpjx <ge k=1,2, ..z
The constraints regarding the enterprise includeititial and available amounts of the
resources. Moreover, the project portfolio shoutdcbmpleted within the given time horizon
H={0, 1, ... ,h}. It is assumed the activities cannot be suspemtlegthg their execution, and
also:
— each activity can request any kind and quantity éxaeeding the resource’s limited
amount) of any resource,
— each resource can be uniquely used by an activity,
— the quantity of resource used by an activity carbmtchanged or allotted to other
activity,
an activity can start its execution only if reqdi@mounts of resources are available at
the moments given byp;.
The following activities order constraints are ddesed:
— thek-th activity follows the-th one:

S Tt <Sk )
— thek-th activity follows other activities:
§j thj< Sk
S+ tlij S Sk (4)

S4,j+n + ti,j+n < Si,k
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— thek-th activity is followed by other activities:
Skt tiks<s;
Skt lik<Sja (%)

Skt k< Sjn

According to (1) the reference model for scheduting be described as follows:
A set of decision variablég

- the starting time of the activity;

- the duration of the activitly;

- resourceg, Tp;, TZ;, Dp,;

V= (s G, 2, TR}, T2, Dpy) (6)

The values sets of variablgds specified by the set of domains:
D= (DSi! Dti! DZ! DTpiv DTZiv DDpi) (7)

Note that for the known values of decision variable.g. for a variable concerning
available amounts afresources), the domain is a set with single elémen

A set of constraint€ includes the constraints regarding an enterpnigk a project, for
instance, the constraints concerning the sequenaetivities, the cost or available amounts of
the resources. Some of the constraints link tHd & enterprise with project, e.g. the number
of available employees.

C ={Cy, G}, where:

Ci:H ={1, ...,h} — the constraint of the project horizéh

C.: s +1;; < s - the constraint of the activities sequence inptfggect.

An answer to the following question is sought: daggven resources allocation guarantees
the project completion by assumed constraints,ifasw what are its parameters?

This question can be expanded to the next, foamims, does a given resources allocation
not exceed the given deadlirkand the given financial resourcgén time unith? It allows a
class of multicriteria problems to be taken intogideration.

The examples regarding the above-described proafempresented in next section.

4. ILLUSTRATIVE EXAMPLES

The example aims to illustrate a possibility @BP specification for decision problem of
project planning in the straight and in the revexsg. It assumes, the activities compete with
the access to the discrete resources. In the erasiphle project with nine activitiés= {A,,
...,Ag} is considered that network is presented in Figd@d lines represent the critical path.

12



Fig. 2. Activity network of project

4.1. Routine queries formulated in the straight way

Example 1

Operation times for the project by the followingisence are determine@i= (3, 4, 2, 2, 3,
3, 1, 4, 5). Moreover, given the time horizdr= {0, 1, ..., 15}, and resourgethat is limited by
26 units. Number of resource is constant in whitee thorizonH. It assumes, an amount of
resource is allocated to an activity at the moneérits beginning and can be released only by
this activity at the moment of its completion. Thequired number of resource from the
database of past projects, which belong to the sdass as considered project, is determined.
The resource according to linear function is caltad as followsdp = 2 + 2 -t;. Thus, the
sequence of the resource amouwailscated to the activityis following: Dp = (8, 10, 6, 6, 8, 8,
4,10, 12).

The order constraints according to the activitywoek of the project and formulas (3), (4),
and (5) are following:

Cszs+t, Giszs+th, G225+, Cls2s s, G s>+, Col s> su ty,

Crg>s+ts.

The considered problem belongs to the class ofaitgit” ones where for a given
parameters describing the enterprise-project sy#temactivities schedule is sought. It reduces
to the following question: is there, and if so, Wwkam does a schedule have that completion
time does not exceed the deadlitheand that fulfils the resource constraints? Nbtednswer
to above-mentioned question is connected with detgtion of the starting time of the
activity s, where < § < 15;j =1, 2, ..., 9.

The obtained solution follows from model implemeiata in the CSRbased reference
model and programmed in Oz Mozart. The first adiibiessolution has the following forng
= (0, 0, 3, 4, 4, 5, 8, 6, 8). The project scheduldilled all constraints imposed by an
enterprise capability and project requirementprésented in Fig. 3.
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Fig. 3. Gantt’s chart of project

The level of resource usage containing the assueslrce’s limit in the time horizon is
illustrated in Fig. 4.
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Fig. 4. Gantt’s-like chart of the resource usage

Example 2

Given the projecP specified by the same activity network, time honizdurations of the
activities, and amount of the resource allocatethéoactivity as in Example 1. However, the
new limit of resourcer(< 20) is considered.

The considered problem also belongs to the classtiafight” ones, and it can be reduced
to the following question: is there, and if so, Wwkam does a schedule have that completion
time does not exceed the deadliheand that fulfils the resource constraints?

Similarly to the previous case, the solution resit a determination of the beginning
moments of the activities;, however regards smaller amount of the resource.tts
constraint, the set of admissible solutions is gmphis means there is no schedule. Thus,
there is a possibility to reformulate the considepeoblem by stating it in a reverse way, i.e.
the way aims to search for decision variables (amount of resource for the activity)
guaranteeing that the completion time of the prtojlees not exceed the assumed deadiine
This way is considered in next subsection.
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4.2 Routine queries formulated in the reverse way

Given the projecP specified by the same activity network, time honizdurations of the
activities and limit of the resource £ 20) as in Example 2. Amounts of the resource atkdt
to the activities are not known, however the caistrdetermining the amounts is given.
According to the database of past project, thetiogiship between an amount of the resource
and a duration of thigth activity has been determined as follodp: = a + b- t;, wherea = {1,

2} andb = {2, 3}.

Taking into account above-mentioned assumptiores,ptioblem reduces to the question:
what amounts of the resource allocated to the iieBwlp guarantee that completion time of a
schedule does not exceed the deadtinand resource limit?

In order to response to this question the valugbefollowing sentences are soudbp =
(dpy, ..., dpg) and S = (s, ..., S9). The reference model encompassing assumptiomenf t
considered example was implemented in Oz Mozargnaroming environment, and the
obtained solution is followingbp = (7, 9, 5,5, 7, 7, 3, 9, 11) a’k¥* (0, 0, 3, 4, 4,5, 8,7, 9).
The project schedule fulfilled all constraints regented in Fig. 5.
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Fig. 5. Gantt’s chart of project

The chart illustrating the changes of resource esagy assumed resource’s limit and the
time horizon, is presented in Fig. 6.
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Fig. 6. Gantt’s-like chart of the resource usage
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The assumed ranges of decision variables and edmstdetermine the possible values of
sought parameters. The result is a set of feasdigions in time unih. This set can be empty,
or with one or many solutions. Note that the numiifegenerated solutions depends not only
on the knowledge base, but also on a user-declgradularity of solutions in constraint
programming languages such as, for instance, ILOGzoMozart [15].

5. CONCLUSIONS

In the present, changeable business environmeitkrggss of response to customer needs
or pressure on innovation and effective cost mamagé determine the success or failure in the
struggle for market position. This forces more €reqt and larger-scale changes in
contemporary organizations. The answer to these ctellenges is the application of the
principles of project management. In the case afjgots carried out on a client order,
erroneous estimation of expenditures and projeatllitees may result penalties being accrued,
as agreed upon in the contract or covering thesasgh the company's own money. A wrong
decision may worsen the liquidity of an enterpregeeven lead to its bankruptcy. In this
situation, it seems extremely important to suppeetdecision maker.

The proposed approach assumes a kind of referendelrencompassing open structure,
enabling one to take into account different softsvariables and constraints as well as to
formulate straight and reverse kinds of projechpiag problems.

Since a constraint can be treated as a logicaliorl@among several variables, each one
taking a value in a given (usually discrete) domdire idea ofCP is to solve problems by
stating the requirements (constraints) that speaifproblem at hand, and then finding a
solution satisfying all the constraints. Becausé&otleclarative nature, it is particularly useful
for applications where it is enough to stateathas to be solved insteadtafwto solve it [1].

The advantages of the proposed approach includepdksibility of the description of
enterprise and project management in terms of avletlge base. Moreover, in the presented
approach it is possible to obtain a set of feasiblations in the different phases of the project
life cycle. This is especially attractive in thesahce of the possibility of continuing the project
in its primary form and can support the decisiorkenan choosing the alternative project.

Further research focuses on the presentation ofnibdel reference for the project
management problem in a dynamic form, taking intxoant the subsequent project
management functionality and assessing their impadhe set of feasible solutions. It should
also define criteria for evaluating project altdivies, and carrying out verification of the
knowledge base of described object.
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